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• Why do we compute?

• What do we want to compute?

• How do we compute it?

• What do we find??



Motivation
• Discovery marks the beginning of 

the experimental era of Higgs 
physics

• Determination of the properties 
of the Higgs will be a challenge 
for years to come

• Requires precision measurements 
and predictions

Amazing progress from the experiments
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• Impressive repository of calculations available at NLO (MCFM)

• Tree level and NLO calculations almost completely automated

• At NNLO only a few processes are done: Higgs production, Drell-Yan, top pair 
production,…

• Calculations are specific for each process

• More general methods are slowly being pushed to NNLO (unitarity, …)

• First proof of principle calculations are being done

� =

Z
dx1dx2pdf(x1)pdf(x2)�̂(x1x2)

State of QCD perturbation theory
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• Perturbation theory can be tedious

• But it is necessary

• We have seen significant corrections from the classical level to NLO 
in many processes

• And even remarkable corrections from NLO to NNLO for 
example in Higgs production through gluon fusions

5
Loop calculations are important for phenomenological predictions

State of QCD perturbation theory

[Anastasiou, 
Dixon, 

Melnikov, 
Petriello]



• Loop amplitudes are a probe into the inner workings of QFT

• Shed light on the structure of gauge theories at higher loop orders

• Find and test conjectures about all-loop structure of gauge theories 
(planar N=4 Super Yang-Mills)

Formal interest in loop calculations

State of QCD perturbation theory

6



• Practical and formal interest in loop amplitudes

• Loop computations are notoriously difficult

• Explosive growth of the number of Feynman diagrams

• The integrals are in general UV & IR divergent

• Computing the integrals is in general extremely difficult

• I will mostly talk about the actual integrals in this talk

Loop amplitudes
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• Why are loop integrals difficult to compute?

• Loop integrals cannot be described by elementary functions

• A whole zoo of transcendental functions has been observed in calculations of loop integrals

• Classical polylogarithms

• Harmonic polylogarithms (HPLs)

• Cyclotomic harmonic polylogarithms

• 2d harmonic polylogarithms

• These are all special cases of the multiple polylogarithms

• Elliptic functions (not in this talk)

• What are the properties of these functions?

• How can we perform integrals involving these functions?

Loop amplitudes
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• Why do we compute?

• What do we want to compute?

• How do we compute it?

• What do we find??✔



• The dominant Higgs production mode at the LHC is gluon fusion

• Loop-induced process

• The Higgs boson is light compared to the top quark

• The top loop can be integrated out → effective theory

• The tree-level coupling of the gluons to the Higgs is described by a 
dimension five operator

The gluon fusion cross section
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• Operators with higher dimension can be included in the 
computation

• This leads to a systematic expansion of the gluon fusion cross 
section in the top mass

• Sub-leading corrections in the top-mass are known at NNLO

• In the following I will only talk about the leading term in the 
effective theory

The gluon fusion cross section
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[Harlander, Ozeren; Pak, Rogal, Steinhauser; Ball, Del Duca, 
Marzani, Forte, Vicini; Harlander, Mantler, Marzani, Ozeren]



• The gluon fusion cross-section in perturbation theory is

• We compute the inclusive partonic cross section

• The partonic cross section is a function of

• In perturbation theory the partonic cross section can be expanded 

The gluon fusion cross section
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X

ij

Z 1

⌧
dzLij(z)�̂ij

⇣⌧
z

⌘

�̂(z) = �̂LO(z) + ↵s�̂
NLO(z) + ↵2

s�̂
NNLO(z) + ↵3

s�̂
N3LO(z) + . . .

z =
m2

h

ŝ
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• The lower orders of the gluon fusion
cross section have been computed

• NLO (full theory)

• NNLO (effective theory and sub-leading top-mass corrections)

• We want to push the calculation one order higher

• Uncharted territory in perturbation theory

• Many conceptual and practical challenges

The gluon fusion cross section
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[Dawson; Djouadi, Spira, Zerwas]

[Harlander, Kilgore; Anastasiou, Melnikov; Ravindran, Smith, van Neerven]

fixed order only



• Diagrammatic contributions at NLO

• Purely diagrammatic contributions are divergent

• Need two more pieces in the calculation

• UV renormalization to cancel UV divergences

• PDF counter terms to cancel initial state collinear (IR) divergences

The gluon fusion cross section
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virtual correction real emission



• Diagrammatic contributions at NNLO

•

The gluon fusion cross section
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double virtual real virtual

double real



• Diagrammatic contributions at NNNLO

•

The gluon fusion cross section
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triple virtual double virtual real

real virtual squared

double real virtual triple real



• The triple virtual is directly related to the three loop QCD form 
factor

• The QCD form factor is well known

• at one loop

• at two loops

• at three loops

• The pure loop contributions are not a problem in the calculation

The triple virtual
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[Gonsalves; Kramer, Lampe; Gehrmann, Huber, Maitre]

[Baikov, Chetyrkin, Smirnov, Smirnov, Steinhauser; 
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• Optical theorem:

• Discontinuities of loop integrals are phase space integrals

• Discontinuities of loop integrals are given by Cutkosky’s rule:

Unitarity
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1

p2 �m2 + i✏
! �+(p2 �m2) = �(p2 �m2)✓(p0)



• Optical theorem:

• The optical theorem can be read ‘backwards’

• This way, phase space integrals can be expressed as unitarity cuts of loop 
integrals

• We can compute loop integrals with cuts instead of phase space integrals

• This makes the rich technology developed for loop integrals available

Reverse unitarity

19

[Anastasiou, Melnikov; Anastasiou, Dixon, Melnikov, Petriello]



• Loop integrals are in general not independent but related by 
Integration-by-parts identities (IBPs)

• The IBPs form a system of equations for a given class of loop 
integrals

• The system can be solved algorithmically expressing all integrals 
through a small basis set of integrals (master integrals)

•

IBPs and master integrals
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• Having access to IBP technology allows us to derive differential 
equations for master integrals

• The derivative of a master integral w.r.t. kinematic invariants can be 
expressed as a linear combination of master integrals

• Leads to a coupled system of linear differential equations for the 
master integrals

•

IBPs and differential equations
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Differential equations and boundaries
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• Integrating the differential equations for the master integrals yields 
general solutions

• These general solutions need to be fixed using boundary conditions

• Natural boundary condition for the problem at

• This corresponds to the soft or threshold limit of the process 

z̄ = 0 () ŝ = m2
h



The threshold expansion
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• It is possible to systematically expand the cross section at threshold

• This yields

• boundary conditions for the differential equation

• the soft-virtual approximation for the cross-section

• Around threshold the cross section can be approximated by a 
power series

•
�̂ = �̂�1 + �̂0 + z̄�̂1 +O(z̄)2



The soft-virtual approximation
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• We computed the soft-virtual term

• It receives contributions from the threshold divergence at 

• The poles in epsilon cancel with the poles from the virtual contributions to leave 
behind delta functions and plus distributions

• The soft-virtual term includes:
• The full three-loop corrections to gluon fusion
• Contributions from the real emission of soft gluons at up to two loops
• Only gluon initiated channels contribute

�̂ = �̂�1 + �̂0 + z̄�̂1 +O(z̄)2

z̄ ⇠ 0
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The soft-virtual approximation
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• Expansion by regions provides a consistent way to compute the soft 
contribution to the cross section:
• Expand the integrals in soft momenta
• The momenta of final state partons are soft
• Loop momenta are either soft or hard compared to the final 

state parton momenta
• The expanded objects can be interpreted as Feynman integrals 

themselves
• Expansion reduces the complexity of the calculation

• Less master integrals
• Simpler master integrals



The soft-virtual approximation

26

• All required integrals can be computed analytically
• 22 three-loop integrals
• 3 double-virtual real integrals
• 7 real-virtual squared integrals
• 10 double-real virtual integrals
• 8 triple real integrals

• Additionally
• three-loop splitting functions
• three-loop beta functions
• three-loop Wilson coefficient

[Baikov, Chetyrkin, Smirnov, Smirnov, Steinhauser; 
Gehrmann, Glover, Huber, Ikizlerli, Studerus]

[Duhr, Gehrmann; Li, Zhu]

[Anastasiou, Duhr, FD, Herzog, Mistlberger; Kilgore]

[Anastasiou, Duhr, FD, Herzog, Mistlberger; 
Li, von Manteufel, Schabinger, Zhu]

[Anastasiou, Duhr, FD, Mistlberger]

[Moch, Vogt,  Vermaseren]

[Tarasov, Vladimirov, Zharkov; Larin, Vermaseren]

[Chetyrkin, Kniehl, Steinhauser; Schroder, 
Steinhauser; Chetyrkin, Kuhn, Sturm]



The master integrals
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leading-order cross sections for H plus five partons. More details about the construction of

the amplitude in this limit will be given in Section 7. Here it suffices to say that we have

computed the squared amplitude and we have checked that in the limit where we only keep

the first two terms in the threshold expansion, all the phase space integrals can be reduced

to linear combinations of the following ten soft master integrals,
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We have normalized all the integrals to the soft phase space volume for H+3g defined

in eq. (3.16). In the remainder of this section we give the dimensional recurrence relations

satisfied by the master integrals and present the analytic results for each master integral

as a Laurent expansion in the dimensional regulator ε. Technical details about how to

compute the master integrals analytically will be given in Section 8.

6.2 Dimensional recurrence relations

Using the technique described in Section 4, we can derive dimensional recurrence relations

for all the master integrals defined in the previous section. The knowledge of these recur-

rence relations provides us with a strong check on our results. In addition, it turns out

that the master integral F9(D) is easier to compute in D = 6− 2ε dimensions, where it is

finite, and the dimensional recurrence relations allow us to relate the six-dimensional and

four-dimensional results in an easy way.

The recurrence relation for the soft phase space volume is trivial to obtain from the

recurrence relation for the Γ function,

ΦS
4 (D + 2) =

(D − 4)(D − 3)(D − 2)3

72(D − 1)(3D − 5)(3D − 4)(3D − 2)(3D − 1)

Γ(D − 4)

64π3Γ(D − 1)
ΦS
4 (D) . (6.11)

As we have defined all our master integrals relative to the phase space volume ΦS
4 , we can

simplify their recurrence relations by factoring out the above result. We therefore define

the ratio

R =
ND

3

ND+2
3

ΦS
4 (D + 2)

ΦS
4 (D)

=
(D − 4)(D − 3)(D − 2)3

72(D − 1)(3D − 5)(3D − 4)(3D − 2)(3D − 1)
, (6.12)

where N was defined in eq. (4.4). We give the results for the remaining master integrals
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Figure 2: Three-loop two-point and factorizable three-point integrals.

remaining pieces of the latter two integrals were subsequently obtained in [41]. In [40], it

was pointed out that for each of these three integrals one can find an integral from the same

topology with an irreducible scalar product, which has homogeneous transcendentality.

These integrals were named A9,1n, A9,2n and A9,4n, and are defined in [40]. Compared
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algorithm converged to a unique solution in agreement with [41]. For the finite coefficients,

the numerical precision that we obtained is yet insufficient for PSLQ to yield a unique

solution.

An analytic result for A9,2 and A9,4, derived by purely analytic steps and without

fitting rational coefficients to numerical values, is still a desirable task, and remains to be
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master integrals. We would like to remark that such expansions can also be performed at

the integrand of loop-amplitudes before any reduction to master integrals has taken place.

Combined with the method of reverse-unitarity [9] we have a powerful algebraic technique

for the simultaneous threshold expansion of integrals over loop and external momenta.

4.2 Reverse unitarity and differential equations

In this section we evaluate the real-virtual squared cross-sections using the reverse-unitarity

approach [12–15]. Reverse unitarity establishes a duality between phase-space integrals and

loop integrals. Specifically, on-shell and other phase-space constraints are dual to “cut”

propagators

δ+(q
2) →

[
1

q2

]

c

=
1

2πi
Disc

1

q2
=

1

2πi

[
1

q2 + i0
− 1

q2 − i0

]

. (4.17)

A cut-propagator can be differentiated similarly to an ordinary propagator with respect to

its momenta. It is therefore possible to derive integration-by-parts (IBP) identities [55, 56]

for phase-space integrals in the same way as for loop integrals. The only difference is an

additional simplifying constraint that a cut-propagator raised to a negative power vanishes:
[
1

q2

]−ν

c

= 0, ν ≥ 0 . (4.18)

In this approach, we are not obliged to perform a strictly sequential evaluation of the loop

integrals in the amplitude followed by the nested phase-space integrals. Rather, we combine

the two types of integrals into a single multiloop-like type of integration by introducing cut-

propagators and then derive and solve IBP identities for the combined integrals. We solve

the large system of IBP identities which are relevant for our calculation with the Gauss

elimination algorithm of Laporta [47]. We have made an independent implementation of

the algorithm in C++ using also the GiNaC library [57]. In comparison to AIR [48],

which is a second reduction program used in this work, the C++ implementation is faster

and more powerful, storing all identities in virtual memory rather than in the file system.

All integrals that appear in the real-virtual squared cross section are reduced to linear

combinations of 19 master integrals, which we choose as follows:

M1 =

1

2

2

1

=

∫

dΦ2 Bub(s23) Bub
∗(s13). (4.19)

M2 =
1

2

1

2

=

∫

dΦ2 Bub(s12) Bub
∗(s12). (4.20)

M3 =

1

2

1

2

=

∫

dΦ2 Bub(s13) Bub
∗(s12). (4.21)
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1
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Single solid lines represent scalar massless propagators. The phase-space integration

is represented by the dashed line and the cut-propagators are the lines cut by the dashed

line. The cut propagator of the Higgs boson is depicted by the double-line. Every master

integral has a one-loop integral on the left- and a complex-conjugated one-loop integral

on the right-hand side of the cut. In each side of the cut, we find scalar bubble, box or

triangle integrals, where the latter is defined by

Tri(s12) =

∫
dDk

i(π)D/2

1

k2(k + q1)2(k + q1 + q2)2
,

Tri(p21, p
2
2) =

∫
dDk

i(π)D/2

1

k2(k + p1)2(k + p1 + p2)2
,

(4.38)
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diagrams in Fig. 4. After the evaluation of color factor and kinematical factor, the resulting
loop integrals are reduced to three master integrals in Fig. 6. To that end, we use the tech-
niques of Integration-By-Parts (IBP) [55, 56], implemented in the MATHEMATICA package
FIRE [57] using the Laporta algorithm [58]. The reduction to master integrals has also been
cross checked using a different MATHEMATICA package LiteRed [59]. The results after
the IBP reduction procedure can be written as

S(2)
12 (q) = g4s

p1 · p2
(q · p1)(q · p2)

×

{

CANf

[

2(−7 + 2D)(12− 6D +D2)

(−6 +D)(−3 +D)(−2 +D)(−1 +D)
I1

−
6(−4 +D)2

(−6 +D)(−2 +D)(−1 +D)
I2

]
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[

−
(−7 + 2D)(−4− 4D +D2)

2(−6 +D)(−2 +D)(−1 +D)
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+
3(−4 +D)2

(−6 +D)(−2 +D)(−1 +D)
I2

]

+ C2
A
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+
8

3
I3

−
(2(−156 +D(72 +D(11 + (−9 +D)D)))− 3(−4 +D)3Ds)

(−6 +D)(−4 +D)(−2 +D)(−1 +D)
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(

(−7 + 2D)(504− 1308D + 874D2 − 213D3 + 17D4)

3(−6 +D)(−4 +D)(−3 +D)(−2 +D)(−1 +D)

−
(−7 + 2D)(−4− 4D +D2)Ds

2(−6 +D)(−2 +D)(−1 +D)

)

I1

]}

, (6)

The parameter Ds selects the particular variant of dimensional regularization. For Ds =
4 − 2ε the scheme is the conventional dimensional regularization scheme, while for Ds = 4
it is the four-dimensional helicity scheme (FDH) [60, 61].
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because the virtual integral is scaleless for a soft loop momentum. In addition, we have

the following relations:

M2 = M7[p1 ↔ p2; p3 ↔ p4][k → −k − p3] ,

M4 = M8[k → k + p3] ,

M6 = M16[p1 ↔ p2][k → k + p3]

= M18[p3 ↔ p4][k → −k − p3] ,

M12 = M13[p1 ↔ p2; p3 ↔ p4][k → −k]

= M25[p3 ↔ p4][k → k − p3] ,

M15 = M20[p1 ↔ p2][k → −k − p4] ,

M19 = M21[p1 ↔ p2; p3 ↔ p4][k → −k] ,

M23 = M30[p3 ↔ p4][k → k − p3 + p4] .

(6.2)

This leaves us with the following 10 master integrals to compute:

M1 =
1

1

2
2

=

∫

dΦS
3 Box1m,S1(s23, s13,m

2
H) ,

M2 =

1

2
2

1
=

∫

dΦS
3 Tri3m,S(s13, s24,m

2
H) ,

M4 =

11

22

=

∫

dΦS
3 Bub(s34) ,

M6 =

11

22

=

∫

dΦS
3

s13
Box1m,S2(s34, s24, s23 + s24) ,

M10 =
1

1

2
2

=

∫

dΦS
3 Box2me,S(s23 + s24, s13 + s14, s34,m

2
H) ,

M12 =

1

2

2

1

=

∫

dΦS
3

s23
Box2mh,S(s13, s23 + s24, s24,m

2
H) ,
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22

=

∫

dΦS
3

s13 s24
Bub(s34) ,

M15 =

1

2
2

1 =

∫

dΦS
3

s34
Tri3m,S(s13, s24,m

2
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M19 =

1

2
2

1
=

∫

dΦS
3

s13 s34
Box2mh,S(s24, s13 + s14, s13,m

2
H) ,

M23 =

1

2

1

2

=

∫

dΦS
3

s13 s24 s34
Box2me,S(s23 + s24, s13 + s14, s34,m

2
H) ,

The double line denotes the Higgs boson, and the dashed line represents the phase-

space cut. All other internal uncut lines are scalar propagators. Note that, by construction,

the loop momentum is always soft, and so we work in the eikonal approximation. The soft

phase-space measure is given by [?]

dΦS
3 =

1

2π
δ+(p

2
12 − 2p12 · p34)

dDp3
(2π)D−1

dDp4
(2π)D−1

δ+(p
2
3)δ+(p

2
4) . (6.3)

! CD: check normalisation.

Note that we work with the rescaled momenta pi, defined by [?]

qi = z̄ pi . (6.4)

The virtual one-loop integral appearing inside the master integrals are defined as follows:

We know that the soft virtual term of the RRV cross section can only receive contributions

from the tree-level and one-loop soft-currents for the emission of two soft gluons, where

the soft limit is defined by the scaling (6.4). The one-loop correction to the soft-current

only receives contributions from eikonal virtual gluons, which correspond to the soft region

of the loop momentum, k ∼ z̄. The loop-integration measure then scales like dDk ∼ z̄−2ε.

Hence, the virtual integrals correspond to the leading term of region with scaling z̄−2ε. We

use the code [?, ?] to identify regions in Feynman parameter space corresponding to the

scaling (6.4), and we only keep the leading term of the region with overall scaling z̄−2ε. In

all cases, the result is a parametric integral the is trivial to perform. In the following we

summarise the virtual integral that enter our master integrals. We only present the result
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because the virtual integral is scaleless for a soft loop momentum. In addition, we have

the following relations:

M2 = M7[p1 ↔ p2; p3 ↔ p4][k → −k − p3] ,

M4 = M8[k → k + p3] ,

M6 = M16[p1 ↔ p2][k → k + p3]

= M18[p3 ↔ p4][k → −k − p3] ,

M12 = M13[p1 ↔ p2; p3 ↔ p4][k → −k]

= M25[p3 ↔ p4][k → k − p3] ,

M15 = M20[p1 ↔ p2][k → −k − p4] ,

M19 = M21[p1 ↔ p2; p3 ↔ p4][k → −k] ,

M23 = M30[p3 ↔ p4][k → k − p3 + p4] .

(6.2)

This leaves us with the following 10 master integrals to compute:

M1 =
1

1

2
2

=

∫

dΦS
3 Box1m,S1(s23, s13,m

2
H) ,

M2 =

1

2
2

1
=

∫

dΦS
3 Tri3m,S(s13, s24,m

2
H) ,

M4 =

11

22

=

∫

dΦS
3 Bub(s34) ,

M6 =

11

22

=

∫

dΦS
3

s13
Box1m,S2(s34, s24, s23 + s24) ,

M10 =
1

1

2
2

=

∫

dΦS
3 Box2me,S(s23 + s24, s13 + s14, s34,m

2
H) ,

M12 =

1

2

2

1

=

∫

dΦS
3

s23
Box2mh,S(s13, s23 + s24, s24,m

2
H) ,
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• Why do we compute?

• What do we want to compute?

• How do we compute it?

• What do we find??✔

✔
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• We want to compute all the integrals analytically

• Every integral is individually divergent and gives rise to up to six poles in 
dimensional regularization

• Many integrals are trivial to compute:

•
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• Other integrals not so much

•

leading-order cross sections for H plus five partons. More details about the construction of

the amplitude in this limit will be given in Section 7. Here it suffices to say that we have

computed the squared amplitude and we have checked that in the limit where we only keep

the first two terms in the threshold expansion, all the phase space integrals can be reduced

to linear combinations of the following ten soft master integrals,

1
2

1
2

=

∫
dΦS

4 = ΦS
4 (ε) , (6.1)

1

2

1
2

=

∫
dΦS

4

(s13 + s15)s34
= ΦS

4 (ε)F2(ε) , (6.2)

2

1

2

1

=

∫
dΦS

4

s14s23s34
= ΦS

4 (ε)F3(ε) , (6.3)

1

2

1

2

=

∫
dΦS

4

s13s15s34s45
= ΦS

4 (ε)F4(ε) , (6.4)

2
1

2

1

=

∫
dΦS

4

(s14 + s15)s23s345
= ΦS

4 (ε)F5(ε) , (6.5)

1

21

2

=

∫
dΦS

4

(s13 + s14)(s14 + s15)s23s34
= ΦS

4 (ε)F6(ε) , (6.6)

1

2 2

1

=

∫
dΦS

4

s15s24s34s35
= ΦS

4 (ε)F7(ε) , (6.7)

2

11

2

=

∫
dΦS

4

(s13 + s15)(s23 + s24)s34s35
= ΦS

4 (ε)F8(ε) , (6.8)

1

2

1
2

=

∫
dΦS

4

s15(s14 + s15)s23s34s345
= ΦS

4 (ε)F9(ε) , (6.9)
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J
H
E
P
0
7
(
2
0
1
3
)
0
0
3

and taking residues, result in multi-fold harmonic sums. While we were able to perform all

the harmonic sums in terms of zeta values for all MB integrals up to O(ε0), at O(ε) new

polygamma functions appear in the integrand which make the combinatorics of the sums

rather intricate. We therefore chose a different method to evaluate the integral F9, which

we describe in the rest of this section.

We start by noting that the F9 is finite in D = 6 dimensions. This can easily be

checked by replacing ε by ε− 1 in the MB representations (8.65) and (8.66) and resolving

singularities. Our goal is to find a parametric integral representation for F9 in D = 6− 2ε

dimensions and to expand under the integration and perform the parametric integrations

recursively. The result in D = 6 − 2ε can then be related to the (divergent) result in

D = 4− 2ε using the dimensional recurrence relation for F9 of section 6.

It is easy to derive a parametric representation for F9 using the technique described

in appendix C. We find

F9(D = 6− 2ε) =
Γ(12− 6ε)Γ(3− 3ε)Γ(1− ε)

Γ(5− 6ε)Γ(2− ε)4

[
I9,1(ε) + I9,2(ε)

]
, (8.67)

with

I9,1(ε) = −
∫ ∞

0
dt1 dt2

∫ 1

0
dx1 dx2 dx3 t

2−4ε
1 (1 + t1)

ε−1 t1−2ε
2

× x−ε
1 (1− x1)

2−4ε x1−3ε
2 (1− x2)

−ε x−ε
3 (1 + t2x3)

1−3ε (1 + t2x2x3)
ε

×
(
t1t

2
2x1x2x3 + t22x2x3 + t1t2x1x2 + t1t2x3 + t2x2x3 + t2 + t1 + 1

)3ε−3
,

(8.68)

I9,2(ε) =
∫ ∞

0
dt1 dt2

∫ 1

0
dx1 dx2 dx3 t

2−4ε
1 (1 + t1)

ε−1 t1−2ε
2

× x1−ε
1 (1− x1)

2−4ε x1−3ε
2 (1− x2)

−ε x−ε
3 (1 + t2x3)

1−3ε (1 + t2x2x3)
ε

×
(
t1t

2
2x1x2x3 + t22x1x2x3 + t2x1 + t1t2x1x2 + t1t2x3 + t2x1x2x3 + t1 + x1

)3ε−3
,

(8.69)

Several comments are in order about the parametric integrals we just defined. First, one

can easily check that both I9,1 and I9,2 are individually finite as ε → 0. Second, at first

glance our goal to integrate out the integration variables one-by-one seems rather hopeless

due to the appearance of the huge polynomial factor. However, as we will see shortly,

there is a sufficient condition that allows one to test whether a parametric integral can

be performed in terms of multiple polylogarithms, and this criterion is fulfilled for the

integrands of I9,1 and I9,2. We very briefly summarize this criterion in the following, and

we refer to ref. [100] or to appendix D for more details. In order to understand the criterion,

it is important to first understand multiple polylogarithms and their integration.

Multiple polylogarithms are generalizations of the ordinary logarithm and the classical

polylogarithms,

ln z =

∫ z

1

dt

t
and Lin(z) =

∫ z

0

dt

t
Lin−1(t) , (8.70)
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• Why are some of these iterated integrals so complicated?

• In the previous example we have 5 integrations

• 1st integration

• 2nd integration

• 3rd integration

• With each integration step we obtain more and more complicated 
functions

• Depending on the problem, we find even more complex functions than 
the classical polylogarithms

Z
dx1

x1
! log

Z
dx2

x2
log (f(x2)) ! Li2

Z
dx3

x3
Li2 (f(x3)) ! Li3

Lin(z) =

Z z

0

dt

t
Lin�1(t)
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• Large classes of loop integrals can be expressed in terms of multiple  
polylogarithms

• The classical polylogarithms, HPLs, 2dHPLs etc are special cases of 
the multiple polylogarithms

• The classical polylogarithms satisfy various complicated functional 
identities

• For the multiple polylogarithms these identities are in general not 
known

G (a1, . . . , an; z) =

Z z

0

dt

t� a1
G(a2, . . . , an; t)

��� Lin(z) =
Z z

0

dt

t
Lin�1(t)

�Li2(z)� log(z) log(1� z) = Li2(1� z)� ⇡2

6
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• Not knowing the functional identities is a problem

• Even if the physics of a result is very simple, the analytical expression 
might be very complicated 

• The simplicity of the answer might be hidden behind the various 
functional equations 

• Famous example: 

• The two-loop hexagon remainder function in N=4 SYM as 
computed by Del Duca, Duhr and Smirnov is a 17 page 
expression

• After Goncharov, Spradlin, Vergu and Volovich simplified it using 
functional identities it can be written in 4 lines



Multiple polylogarithms

34

• Not knowing the functional identities is a problem

• Too complicated results are not just a formal or aesthetic problem

• Without using functional identities there might be huge cancellation 
between divergent sub-pieces of the result even though the 
complete result is finite

• Too complicated results are not useable for phenomenology 
because numerical implementations are not feasible

• Need functional identities to express result in a simple basis
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• Not knowing the functional identities is a problem

• The integrand might not be in the right form to perform the 
integration

• Result can only be obtained if functional identities between 
polylogarithms are known

G (a1, . . . , an; z) =

Z z

0

dt

t� a1
G(a2, . . . , an; t)

��� Lin(z) =
Z z

0

dt

t
Lin�1(t)



Number theory

36

• Multiple polylogarithms are a very active field of research in pure 
mathematics

• Mathematicians have discovered algebraic structures that underly 
the polylogarithms

• When we usually think of functional identities we think of 
complicated functional equations that are obtained by performing 
intricate variable transformations of the integral representations

• �Li2(z)� log(z) log(1� z) = Li2(1� z)� ⇡2

6
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• Mathematicians have conjectured that all functional equations 
between polylogarithms follow from a simple algebraic structure

• All functional equations between polylogarithms can be obtained 
from pure combinatorics

• One need not even know the integral to obtain the functional 
identities

• The algebraic structure that governs the polylogarithms is called a 
Hopf algebra



Hopf algebras

38

• What is a Hopf algebra?

• It is an algebra: A vector space with an operation that allows us to 
combine two elements into one (multiplication)

• It is also a coalgebra: A vector space with an operation that 
allows us to break an element into two elements (comultiplication)

• Disclaimer: The following explanation is very handwaving and omits 
many mathematical details
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• The algebra part of the Hopf algebra manifests itself as the shuffle 
algebra of the polylogarithms

• Shuffle product: Takes two words and intersperses them in all possible ways 
while keeping the ordering of the letters of each word among themselves

• Analogy: Riffle shuffling two 
stacks of cards.

•

log(x) log(1� x)

= �G(0, 1, x)�G(1, 0, x)
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• The comultiplication of the Hopf algebra for polylogarithms is called 
the coproduct

• It splits a word in all possible ordered ways

• We can iterate this splitting until we have broken the word into 
tensor products of single letters

[Duhr]

�(abcd) = abcd⌦ 1 + abc⌦ d+ ab⌦ cd+ a⌦ bcd+ 1⌦ abcd
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• The coproduct can be applied to polylogarithms

• The word is here the list of indices         of a polylogarithm

• Examples:

•

{an}
G(a1, . . . , an; z)

�(log x) = 1⌦ log x+ log x⌦ 1

�(Li2(x)) = 1⌦ Li2(x)� log(1� x)⌦ log(x) + 1⌦ Li2(x)

[Duhr]
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• The coproduct can be used to derive functional equations for 
polylogarithms

• The coproduct is applied to the polylogarithm to split it into simpler 
pieces

• The functional identities for these simpler pieces might be known

• If not, the coproduct is repeatedly applied until only ordinary 
logarithms are left
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• Assume you want to calculate:

• Using the coproduct it is possible to derive the following functional 
identity:

• Now all the integrations are trivial:

•

Z 1

0
dx

Li2
⇣

ax

(1�x)

⌘

x(1� x)

Li2

✓
ax

(1� x)

◆
= G (0, 1;x)�G

✓
0,

1

1 + a

;x

◆

�G (1, 1;x) +G

✓
1,

1

1 + a

;x

◆

G (a1, . . . , an; z) =

Z z

0

dt

t� a1
G(a2, . . . , an; t)

��� Lin(z) =
Z z

0

dt

t
Lin�1(t)
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•

leading-order cross sections for H plus five partons. More details about the construction of

the amplitude in this limit will be given in Section 7. Here it suffices to say that we have

computed the squared amplitude and we have checked that in the limit where we only keep

the first two terms in the threshold expansion, all the phase space integrals can be reduced

to linear combinations of the following ten soft master integrals,
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and taking residues, result in multi-fold harmonic sums. While we were able to perform all

the harmonic sums in terms of zeta values for all MB integrals up to O(ε0), at O(ε) new

polygamma functions appear in the integrand which make the combinatorics of the sums

rather intricate. We therefore chose a different method to evaluate the integral F9, which

we describe in the rest of this section.

We start by noting that the F9 is finite in D = 6 dimensions. This can easily be

checked by replacing ε by ε− 1 in the MB representations (8.65) and (8.66) and resolving

singularities. Our goal is to find a parametric integral representation for F9 in D = 6− 2ε

dimensions and to expand under the integration and perform the parametric integrations

recursively. The result in D = 6 − 2ε can then be related to the (divergent) result in

D = 4− 2ε using the dimensional recurrence relation for F9 of section 6.

It is easy to derive a parametric representation for F9 using the technique described

in appendix C. We find

F9(D = 6− 2ε) =
Γ(12− 6ε)Γ(3− 3ε)Γ(1− ε)

Γ(5− 6ε)Γ(2− ε)4

[
I9,1(ε) + I9,2(ε)

]
, (8.67)

with

I9,1(ε) = −
∫ ∞

0
dt1 dt2

∫ 1

0
dx1 dx2 dx3 t

2−4ε
1 (1 + t1)

ε−1 t1−2ε
2

× x−ε
1 (1− x1)

2−4ε x1−3ε
2 (1− x2)

−ε x−ε
3 (1 + t2x3)

1−3ε (1 + t2x2x3)
ε

×
(
t1t

2
2x1x2x3 + t22x2x3 + t1t2x1x2 + t1t2x3 + t2x2x3 + t2 + t1 + 1

)3ε−3
,

(8.68)

I9,2(ε) =
∫ ∞

0
dt1 dt2

∫ 1

0
dx1 dx2 dx3 t

2−4ε
1 (1 + t1)

ε−1 t1−2ε
2

× x1−ε
1 (1− x1)

2−4ε x1−3ε
2 (1− x2)

−ε x−ε
3 (1 + t2x3)

1−3ε (1 + t2x2x3)
ε

×
(
t1t

2
2x1x2x3 + t22x1x2x3 + t2x1 + t1t2x1x2 + t1t2x3 + t2x1x2x3 + t1 + x1

)3ε−3
,

(8.69)

Several comments are in order about the parametric integrals we just defined. First, one

can easily check that both I9,1 and I9,2 are individually finite as ε → 0. Second, at first

glance our goal to integrate out the integration variables one-by-one seems rather hopeless

due to the appearance of the huge polynomial factor. However, as we will see shortly,

there is a sufficient condition that allows one to test whether a parametric integral can

be performed in terms of multiple polylogarithms, and this criterion is fulfilled for the

integrands of I9,1 and I9,2. We very briefly summarize this criterion in the following, and

we refer to ref. [100] or to appendix D for more details. In order to understand the criterion,

it is important to first understand multiple polylogarithms and their integration.

Multiple polylogarithms are generalizations of the ordinary logarithm and the classical

polylogarithms,

ln z =

∫ z

1

dt

t
and Lin(z) =

∫ z

0

dt

t
Lin−1(t) , (8.70)
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Several comments are in order about the parametric integrals we just defined. First, one

can easily check that both I9,1 and I9,2 are individually finite as ε → 0. Second, at first

glance our goal to integrate out the integration variables one-by-one seems rather hopeless

due to the appearance of the huge polynomial factor. However, as we will see shortly,

there is a sufficient condition that allows one to test whether a parametric integral can

be performed in terms of multiple polylogarithms, and this criterion is fulfilled for the

integrands of I9,1 and I9,2. We very briefly summarize this criterion in the following, and

we refer to ref. [100] or to appendix D for more details. In order to understand the criterion,

it is important to first understand multiple polylogarithms and their integration.

Multiple polylogarithms are generalizations of the ordinary logarithm and the classical

polylogarithms,

ln z =

∫ z

1

dt
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and Lin(z) =

∫ z

0

dt
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Lin−1(t) , (8.70)
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• Number theory helps us here

• The integral can be done one variable at a time

• We use the coproduct to derive the needed functional identities at 
each step

• Integrate over one variable at a time using the basic definition of the 
multiple polylogarithms

• Number theory gives us a way to solve the integrals algorithmically

G (a1, . . . , an; z) =

Z z

0

dt

t� a1
G(a2, . . . , an; t)

��� Lin(z) =
Z z

0

dt

t
Lin�1(t)

[Brown]
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• The previous integral can be computed one step at a time

• In the process one finds 
functional identities like:

• Such identities can not be 
found in the literature

• Nobody wants to derive 
them using integral 
transformations

• Number theory and the 
coproduct give us a simple 
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• When the smoke clears, one finds:

• Thanks to these modern techniques we were able to compute all 
integrals analytically 

• We obtain the soft-virtual approximation of the gluon fusion cross 
section at N3LO
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0
0
3

S(2)
(t1)

= {1− x1, 1− x2, 1 + t2x1x2, 1 + t2x3, 1 + t2x2x3, (8.77)

t2x1 − t2x2x1 + t2x2x3x1 − t2x3 + x1 − 1} ,
S(1)
(t1,x1)

= {1− x2, 1 + t2x2, 1− x3, 1 + t2x3, 1 + t2x2x3, (8.78)

t2x2x3 + x2x3 − x3 + 1} ,
S(2)
(t1,x1)

= {1− x2, 1 + t2x2, 1− x3, 1 + t2x3, 1 + t2x2x3, (8.79)

− t2x2 + t2x2x3 + t2 + 1} ,
S(1)
(t1,x1,x2)

= {1− x3, 1 + t2x3, 2t2x3 − t2 + x3} , (8.80)

S(2)
(t1,x1,x2)

= {2 + t2 − x3, 1− x3, 1 + t2x3} , (8.81)

S(1)
(t1,x1,x2,x3)

= {1 + t2, 1 + 2t2} , (8.82)

S(2)
(t1,x1,x2,x3)

= {1 + t2, 2 + t2} . (8.83)

We see that if we perform the integration in the order (t1, x1, x2, x3, t2) then at each step

all the polynomials are linear in the next integration variable. The actual integration can

be carried out in an algorithmic way. The procedure is however rather lengthy, so we do

not discuss it here in detail, but we refer to appendix D for a detailed description of the

integration algorithm. The result is

F9(D = 6− 2ε) = 1663200ζ3 − 554400π2 + 3326400

+ 120ε

(

+ 1309π4 − 244203ζ3 + 2861π2 + 135294

)

− 2ε2
(

−25779600ζ5−970200π2ζ3+838657π4−8149392ζ3−201756π2

− 31378284

)

+
4

15
ε3
(

960575π6 + 180873000ζ23 − 1978358850ζ5

− 33612075π2ζ3+56663280ζ3+3240501π4+6836130π2+810381510

)

+O(ε4) .

(8.84)

Using the dimensional recurrence relations for F9 derived in section 6 we then finally find

the value of F9 in D = 4− 2ε dimensions,

F9(ε) =
160

ε5
− 1712

ε4
+

1

ε3

(
− 120 ζ2 + 2784

)
+

1

ε2

(
− 120 ζ3 + 1284 ζ2 + 31968

)

+
1

ε

(
2520 ζ4 + 1284 ζ3 − 2088 ζ2 − 216864

)
+ 15720 ζ5 + 1920 ζ2 ζ3

− 26964 ζ4 − 2088 ζ3 − 23976 ζ2 + 795744 + ε
(
82520 ζ6 + 9600 ζ23

− 168204 ζ5 − 20544 ζ2 ζ3 + 43848 ζ4 − 23976 ζ3 + 162648 ζ2 − 2449440
)

+O(ε2) .

(8.85)
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leading-order cross sections for H plus five partons. More details about the construction of

the amplitude in this limit will be given in Section 7. Here it suffices to say that we have

computed the squared amplitude and we have checked that in the limit where we only keep

the first two terms in the threshold expansion, all the phase space integrals can be reduced

to linear combinations of the following ten soft master integrals,

1
2

1
2

=

∫
dΦS

4 = ΦS
4 (ε) , (6.1)

1

2

1
2

=

∫
dΦS

4

(s13 + s15)s34
= ΦS

4 (ε)F2(ε) , (6.2)

2

1

2

1

=

∫
dΦS

4

s14s23s34
= ΦS

4 (ε)F3(ε) , (6.3)

1

2

1

2

=

∫
dΦS

4

s13s15s34s45
= ΦS

4 (ε)F4(ε) , (6.4)

2
1

2

1

=

∫
dΦS

4

(s14 + s15)s23s345
= ΦS

4 (ε)F5(ε) , (6.5)
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21
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=

∫
dΦS

4

(s13 + s14)(s14 + s15)s23s34
= ΦS

4 (ε)F6(ε) , (6.6)

1

2 2

1

=

∫
dΦS

4

s15s24s34s35
= ΦS

4 (ε)F7(ε) , (6.7)

2

11

2

=

∫
dΦS

4

(s13 + s15)(s23 + s24)s34s35
= ΦS

4 (ε)F8(ε) , (6.8)

1

2

1
2

=

∫
dΦS

4

s15(s14 + s15)s23s34s345
= ΦS

4 (ε)F9(ε) , (6.9)
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• Why do we compute?

• What do we want to compute?

• How do we compute it?

• What do we find??✔

✔

✔
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• This result contains the full three-correction and all corrections coming from 
the emission of up to three soft gluons

• How did we make sure that it is correct?

• We observe the extremely intricate cancellation of six poles in dimensional 
regularisation

• The plus distribution terms agree with a calculation by Moch and Vogt

• All master integrals were calculated analytically and cross checked 
numerically

• We performed internal independent calculations for all pieces and some 
contributions have been calculated and confirmed by other groups as well
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• Caveat: The soft-virtual term alone is ambiguous

• Formally sub-leading terms could be inflated 

• One can choose any         as long as

• More terms in the expansion / an unexpanded result are desirable  

� =

Z
dx

1

dx

2

pdf(x
1

)pdf(x
2

)[zg(z)]


�̂(z)

zg(z)

�

threshold

g(z) lim
z!1

g(z) = 1
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• To obtain the full cross section we have to compute unexpanded 
master integrals

• Thanks to reverse unitarity we are able to derive differential 
equations for the master integrals

• Our calculation of the soft-virtual term provides us with many of 
the boundary conditions needed to solve the differential equations

h
@z̄ � 3✏ dlog(1� z̄)

i

= ✏ dlog(1� z̄) �3✏ dlog(1� z̄)
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• In recent years there has been a lot of progress in bringing the 
differential equations into a simple form

• In this canonical form the differentials can be expressed as dlogs

• This makes the integration trivial

• Makes the singularity structure of the function obvious

h
@z̄ � 3✏ dlog(1� z̄)

i

= ✏ dlog(1� z̄) �3✏ dlog(1� z̄)

[Gehrmann, Remiddi; Henn]
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• Compare with the definition of the multiple polylogarithms

• Polylogarithms are iterated integrals over dlog forms

• Trivial to write down the solution of the differential equation

h
@z̄ � 3✏ dlog(1� z̄)

i

= ✏ dlog(1� z̄) �3✏ dlog(1� z̄)

G (a1, . . . , an; z) =

Z z

0

dt

t� a1
G(a2, . . . , an; t)

��� Lin(z) =
Z z

0

dt

t
Lin�1(t)
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• We computed the soft-virtual approximation of the gluon fusion 
cross section at N3LO

• The scale uncertainty is reduced to 4-5%

• Recent advances from number theory were required

• These modern techniques allowed us to compute integrals that 
would be impossible with conventional methods
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• The soft-virtual is a first approximation of the Higgs cross section at 
N3LO

• More terms in the expansion or a full calculation are needed for 
reliable phenomenology

• We expect to have more terms soon

• The full result is on the horizon

• The results obtained for the Higgs are easily transferable to other 
processes: Drell-Yan, SuSy Higgs, etc
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